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Abstract 

Background: This paper describes a combined heuristic and hidden Markov model (HMM) method to accurately 
impute missing genotypes in livestock datasets. Genomic selection in breeding programs requires high-density geno-
typing of many individuals, making algorithms that economically generate this information crucial. There are two 
common classes of imputation methods, heuristic methods and probabilistic methods, the latter being largely based 
on hidden Markov models. Heuristic methods are robust, but fail to impute markers in regions where the thresholds 
of heuristic rules are not met, or the pedigree is inconsistent. Hidden Markov models are probabilistic methods which 
typically do not require specific family structures or pedigree information, making them very flexible, but they are 
computationally expensive and, in some cases, less accurate.

Results: We implemented a new hybrid imputation method that combined heuristic and HMM methods, AlphaIm-
pute and MaCH, and compared the computation time and imputation accuracy of the three methods. AlphaImpute 
was the fastest, followed by the hybrid method and then the HMM. The computation time of the hybrid method and 
the HMM increased linearly with the number of iterations used in the hidden Markov model, however, the compu-
tation time of the hybrid method increased almost linearly and that of the HMM quadratically with the number of 
template haplotypes. The hybrid method was the most accurate imputation method for low-density panels when 
pedigree information was missing, especially if minor allele frequency was also low. The accuracy of the hybrid 
method and the HMM increased with the number of template haplotypes. The imputation accuracy of all three 
methods increased with the marker density of the low-density panels. Excluding the pedigree information reduced 
imputation accuracy for the hybrid method and AlphaImpute. Finally, the imputation accuracy of the three methods 
decreased with decreasing minor allele frequency.

Conclusions: The hybrid heuristic and probabilistic imputation method is able to impute all markers for all individu-
als in a population, as the HMM. The hybrid method is usually more accurate and never significantly less accurate than 
a purely heuristic method or a purely probabilistic method and is faster than a standard probabilistic method.
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provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, 
and indicate if changes were made. The Creative Commons Public Domain Dedication waiver (http://creativecommons.org/
publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.

Background
This paper describes a combined heuristic and hidden 
Markov model (HMM) method to accurately impute 
missing genotypes in livestock datasets. Methods for 
imputing genotypes are essential for modern livestock 
breeding because they help to facilitate genomic selec-
tion, which has become the dominant method for genetic 

evaluation of livestock. Imputation can cost-effectively 
generate the high-density genotypes of many individu-
als required for genomic selection [1, 2]. Typically, the 
genotyping strategies used in livestock breeding involve 
genotyping a small number of individuals with expen-
sive high-density marker panels and large numbers with 
cheaper low-density panels, then using imputation to 
infer the untyped high-density markers in the individu-
als genotyped at low-density. Imputation methods work 
by identifying haplotypes shared between individuals. 
The methods used generally fall into two broad catego-
ries: (1) heuristic methods that are designed to identify 
and propagate linkage information about long haplotypes 

Open Access

Ge n e t i c s
Se lec t ion
Evolut ion

*Correspondence:  john.hickey@roslin.ed.ac.uk 
1 The Roslin Institute and Royal (Dick) School of Veterinary Studies, The 
University of Edinburgh, Easter Bush Research Centre, Midlothian EH25 
9RG, Scotland, UK
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12711-017-0300-y&domain=pdf


Page 2 of 17Antolín et al. Genet Sel Evol  (2017) 49:30 

(e.g., >10 cM), which is typically shared between closely 
related individuals; and (2) probabilistic methods that are 
designed to identify and propagate linkage disequilibrium 
information about short haplotypes (e.g., <1 cM), which 
is typically shared between distantly related individuals.

Heuristic methods use the basic principles of inher-
itance and are fast and accurate in many of the circum-
stances that are common to livestock applications [3]. 
Heuristic methods make explicit use of pedigree infor-
mation and make inferences from information on closely 
related individuals from large families and the large por-
tions of the genome shared between pairs of related indi-
viduals. However, heuristic methods do not impute alleles 
if such data is lacking or unreliable. The AlphaImpute 
program [3] is an example that combines several heuris-
tic methods, such as basic rules of Mendelian inheritance, 
long-range phasing, and haplotype library imputation 
algorithm [4]. Other examples that are based on heuristic 
methods include Findhap [5] and FImpute [6].

Probabilistic methods mainly use HMM approaches to 
model genotype variation along chromosomes and the 
sharing of genomic segments between nominally unre-
lated individuals. HMM-based imputation methods are 
computationally more demanding, slower, and inherently 
less accurate than heuristic methods when they do not 
take pedigree information into account. HMM methods 
commonly used in livestock applications were primarily 
developed for application in human populations where 
pedigree information is typically lacking and pedigree 
structures, such as small family sizes, are not well-suited 
for exploiting heuristic algorithms.

HMM methods are used to describe the variation of 
an observable variable in a sequence, as a function of an 
underlying sequence of hidden variables that each have 
a set of K  distinct states [7]. When HMM methods are 
applied to genotype imputation, the observable variable 
is a marker genotype, the sequence is a set of M markers 
along the chromosome, and the hidden variable repre-
sents the possible haplotypes that underlie the genotype. 
Given the number of markers, M, and the number of hid-
den states, K , the computational time of hidden Markov 
models scale as O

(

M × K 2
)

, which limits the effective-
ness of genomic applications with large numbers of 
markers and many possible haplotypes.

Distinct HMM algorithms with different representa-
tion of hidden states and computational considerations 
have been developed to alleviate the computational bur-
den when analysing dense genomic data, such as, PHASE 
[8]; fastPHASE [9]; Beagle [10]; SHAPE-IT [11]; Impute2 
[12]; MaCH [13]; MERLIN [14]; cnF2freq [15]. PHASE 
uses a Markov chain Monte Carlo algorithm to estimate 
the actual pair of hidden gametes of each individual as 
a mosaic of haplotypes given the observed genotypes 

and the underlying recombination rates [8]. PHASE is 
very accurate but computationally intractable for large 
datasets. fastPHASE, Beagle, SHAPE-IT, Impute2, and 
MaCH are computationally tractable HMM methods 
for phasing and imputation. fastPHASE uses an expecta-
tion–maximisation approach and infers the most likely 
hidden states by clustering similar haplotypes [9]. Albeit 
faster, fastPHASE is still computationally expensive and 
its expectation–maximisation algorithm can get stuck in 
a local maximum. Beagle relies on a similar concept as 
fastPHASE, but clusters haplotypes locally [10]. SHAPE-
IT follows the HMM of PHASE but collapses all the hap-
lotypes into a graph structure and uses this structure to 
divide the haplotypes into disjoint segments of J distinct 
haplotypes used as hidden states [11]. SHAPE-IT samples 
pairs of haplotypes with a Markov chain Monte Carlo 
algorithm that is linear in the number of the distinct hap-
lotypes, J, to reduce computational intensity even further. 
SHAPE-IT is also able to integrate pedigree information 
for disjoint sets of duos and trios directly in the model, 
as well as adding a proof-reading step based on the sepa-
rate local duo-HMM model [16]. Impute2 approximates 
PHASE but, instead of conditioning on all haplotypes of 
all individuals, it restricts the number of haplotypes to 
the effective population size to decrease computational 
intensity [12]. Impute2 selects haplotypes that are similar 
to the haplotypes of the individual being imputed as the 
hidden states, which can lead to local minima [17].

MaCH is close to PHASE in the use of a mosaic of haplo-
types to explain the observed genotypes. However, MaCH 
uses a model parameterised by recombination and muta-
tion rates to iteratively improve the phasing of each individ-
ual in a Markov chain Monte Carlo framework [13]. In this 
regard, MaCH is similar to Impute2, but the method selects 
a user specified number of template haplotypes at random 
instead of selecting those that are expected to be similar to 
haplotypes carried by the individual being imputed as in the 
case of Impute2. To reduce computational intensity, MaCH 
limits the template haplotypes, to a number specified by the 
user. MERLIN models the state space as the combination of 
haplotypes of all individuals that are included in the same 
pedigree [14]. This is successful for small nuclear families, 
but it is not feasible for livestock applications where the 
number of hidden states increases exponentially with the 
number of individuals. However, in the cases it can handle, 
the optimum solution achieved is the globally preferable 
solution based on the modelling assumptions, while most 
other HMM approaches only provide approximations. cnF-
2freq models the state of multiple individuals at once, but 
maintains several separate local pedigrees of a single indi-
vidual and its immediate ancestors, making the problem 
tractable, but again introducing the risk of getting stuck in a 
local optimum [15].
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Heuristic and HMM imputation methods have dif-
ferent strengths and weaknesses. Combining the two 
approaches in a single algorithm may improve per-
formance. Errors and missing genotypes generated by 
heuristics can be resolved by exploiting the probabil-
istic nature of Markov models. For example, if one par-
ent of an individual is known, genotyped, and can be 
fully phased using heuristics, while the other parent 
is unknown, not genotyped, or cannot be phased using 
heuristics, a heuristic method can be used to impute 
the alleles on the gamete inherited from the first parent, 
while a HMM can be used to impute the alleles on the 
gamete inherited from the other parent.

Heuristic methods can also be used to increase the com-
putational efficiency of HMM methods [18]. The phased 
information from the heuristic approach, which can be 
obtained with a very limited computational burden, can 
be used to supply the HMM with an accurate, relevant and 
relatively small set of reference haplotypes. This set of ref-
erence haplotypes can reduce the computational demand 
of the HMM permitting it to handle large populations bet-
ter. Similar ideas are used in minimac, which achieves very 
fast computation by using pre-phased data [19].

In this study, we present a combined method for genotype 
imputation that takes advantage of the accuracy and speed 
provided by heuristic methods and the robustness of HMM 
methods. In particular, the method improves the heuristic 
method of AlphaImpute [3] with the HMM implemented 
in MaCH [13], and has been released as the version v1.5 of 
AlphaImpute. Performance of the combined method using 
real and simulated data is compared with results obtained 
separately from heuristic and HMM methods.

Methods
The imputation method presented in this study is a com-
bined heuristic and HMM method to impute genotypes 
of all individuals in a population for all markers. The 
method incorporates the heuristic imputation approach 
of AlphaImpute and the HMM method of MaCH. 
AlphaImpute implements the heuristic method explained 
in Hickey et  al. [3] and MaCH implements the HMM 
explained in Li et  al. [13]. All three methods are briefly 
described in the following sections.

Heuristic method of AlphaImpute
AlphaImpute combines: (1) basic rules of Mendelian 
inheritance; (2) segregation analysis; (3) long-range 
phasing; and (4) haplotype library imputation in order 
to phase and impute genotype data of all individuals in 
a population [3]. The program iterates across these four 
sets of actions multiple times to accumulate information 
and determine the haplotype that each individual carries 
at each position along the genome.

The basic rules of Mendelian inheritance and the segre-
gation analysis are used in conjunction with all pedigree 
and genotype information to derive phase for as many 
alleles as possible under the assumption that each locus 
is inherited independently of its neighbours at this step.

Long-range phasing and haplotype library imputation, 
which are both implemented in the AlphaPhase software 
and described in full detail in Hickey et al. [4], are used 
to derive the haplotypes that are carried by the individu-
als that are genotyped at high-density. Both long-range 
phasing and haplotype library imputation work by divid-
ing the genome into genome regions, referred to as cores, 
and resolving the haplotypes within the cores for the 
individuals concerned. Cores of different lengths are used 
in several runs to phase each locus as part of overlapping 
cores and to facilitate the identification of phasing errors. 
These phasing steps generate a library of haplotypes for 
each core that are used later.

Missing alleles are then imputed by matching haplo-
types that are obtained during the long-range phasing to 
alleles that are imputed and phased by the basic rules of 
Mendelian inheritance and by the segregation analysis. 
All haplotypes stored in the haplotype libraries are con-
sidered candidates of the true haplotype of the proband 
(i.e., the individual being phased) for each core of each 
phasing round. Alleles that are imputed and phased 
by the basic rules of Mendelian inheritance and by the 
segregation analysis are compared to corresponding 
alleles in each of the haplotypes in the library and hap-
lotypes that are consistent with the alleles of a proband 
are retained as candidate haplotypes. This is repeated for 
each core. For a given marker position, individual alleles 
are imputed such that all remaining haplotypes across 
all of the cores that span this marker are in agreement. 
To impute from parental haplotypes this process is also 
repeated with a restriction that the haplotypes retained in 
the haplotype library comprise only those haplotypes that 
are carried by the parents. Libraries are updated with any 
new haplotype found. The matching process is iterated a 
defined number of times and at the end of each iteration 
each chromosome of each individual is traversed in each 
direction to detect recombination locations and to model 
the imputation of alleles in the regions of uncertainty 
that are adjacent to these recombinations as a weighted 
average of the two gametes carried by the relevant par-
ent [20]. At the end of the final iteration, the segregation 
analysis is repeated and used to fill in alleles that remain 
unimputed.

Hidden Markov model algorithm of MaCH
In its diploid form, MaCH implements a HMM that char-
acterises the unphased genotypes, G, as a mosaic of pairs 
of haplotypes taken from a set of template haplotypes, 
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H [13]. The mosaic of pairs of haplotypes represents 
the hidden sequence of states. At a locus, i = 1, . . . ,M, 
a hidden state is represented as Si = (hi, ki), where hi 
corresponds to the haplotype on the first gamete, and 
ki corresponds to the haplotype on the second gam-
ete. The total number of possible states is |H |2, corre-
sponding to all the combinations of pairs of haplotypes, 
S = {(h, k)

∣

∣h, k ∈ H} , where h and k are two haplotypes 
of H . The objective is to deduce the hidden sequence of 
states that best fits the data, i.e., to estimate the best pair 
of haplotypes that explain the unphased observed geno-
types. This information in turn enables imputation at the 
unobserved loci.

In the HHM implemented in MaCH:

1. the prior probability is defined by assuming that 
every state is equally likely at the first marker,

2. the probability of transition from one state to another 
is given as a function of m− 1 crossover parameters, 
θi, which reflect the recombination rates, and

3. the probability of observing a genotype at each locus 
given a particular state is defined as a function of the 
m error parameters, εi, which indicate the effect of 
genotype errors and mutations.

MaCH uses a Monte-Carlo procedure to estimate the 
best pair of haplotypes for each individual [13]. Initially, 
the program samples a pair of haplotypes that is compat-
ible with the observed genotype data. Alleles in the initial 
pair of haplotypes are phased randomly for heterozygous 
markers and sampled according to population allele fre-
quencies for markers with missing data. Each individual 
is then updated with two new haplotypes that are sam-
pled from the template haplotypes. This step involves cal-
culating likelihoods of the hidden states, which is solved 
using the computationally efficient Baum’s forward–
backward algorithm. To limit computational complexity, 
the set of template haplotypes is represented by a random 
subset of all the current haplotype estimates.

The updating process is repeated an arbitrary number 
of iterations over the whole population. Each iteration 
involves an update of the model parameters (mutation 
and recombination rates). The crossovers and the errors 
are set to 0.01 at first, and are re-estimated at each itera-
tion. For this purpose, the algorithm stores the number 
and position of recombinations, and the number of times 
the inferred genotype agrees with the observed one. The 
new estimates of the parameters improve the model and, 
thus, the haplotype sampling. The final pair of haplotypes 
for each individual is the consensus pair that minimises 
the total proportion of switches in haplotypes (i.e., switch 
error) when compared to the haplotypes sampled at each 
round.

MaCH also implements a haploid version of the model 
described above to improve the model when phase data 
is available. For phased individuals, the Baum’s forward–
backward algorithm is used twice to independently sam-
ple the two haplotypes from the template haplotypes.

The computational complexity of analysing a single 
individual in MaCH scales as O

(

M × |H |2
)

, where M is 
the number of markers and |H | is the number of template 
haplotypes. The complexity of the forward–backward 
algorithm is O

(

M × |S|2
)

, where |S| is the number of hid-
den states. Therefore, the diploid HMM of the MaCH 
algorithm scales as O

(

M × |S|2
)

= O
(

M × |H |4
)

, thus 
the number of template haplotypes is usually limited to 
reduce computational load. However, it is possible to 
further reduce the computational requirements of the 
algorithm to O

(

M × |H |2
)

 by taking advantage of regular 
patterns within the transition probability matrix.

Motivation for an algorithm that combines AlphaImpute 
and a HMM
AlphaImpute is computationally feasible for large data-
sets and is highly accurate for most of the genome of 
most individuals in typical livestock populations, but it 
has some weaknesses. For example, an individual that is 
to have its high-density genotypes imputed is genotyped 
at low-density, its sire and maternal grandsire are both 
genotyped at high-density and there is sufficient high-
density information on their relatives to enable their 
genotype data to be completely and accurately phased. 
However, no genotype information is available on the 
dam and the maternal granddam. Thus, this data would 
enable all of the gametes the individual inherited from 
its sire to be accurately imputed, with the exception of 
the few small regions that are adjacent to recombination 
events. The imputation of the alleles on the gamete inher-
ited from the individual’s dam is more complex. While 
the portion of this gamete that derives from the maternal 
grandsire would be imputed with a relatively high level 
of accuracy, the lack of information available to impute 
the portion of this gamete that derives from the mater-
nal granddam makes its imputation more difficult. These 
situations are common in livestock populations, where 
genotyping strategies often involve only genotyping male 
ancestors at high-density.

Another common situation is that the genotyping 
strategy may involve genotyping all parents of selection 
candidates at high-density and the selection candidates 
themselves at low-density. The quality control checks of 
the genotype data may show that one of the parents of a 
selection candidate is incorrectly identified in the pedi-
gree records and must be set to missing. Thus, AlphaIm-
pute would be able to accurately impute the gamete that 
the selection candidate inherited from one of its parents, 
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but would have limited ability to perform imputation of 
the gamete inherited from the parent that has been set 
to missing. Also an individual that is part of the popula-
tion being imputed by AlphaImpute may have unknown 
pedigree information for both its sire and its dam, due 
to any number of reasons, while most of the rest of the 
population has complete or partially complete pedigree 
information. In all three of these examples, a HMM could 
impute the segments that AlphaImpute is not able to 
impute well.

HMM methods are computationally intensive and typi-
cally less accurate than AlphaImpute in circumstances in 
which the pedigree information and population structure 
allow AlphaImpute to perform well. Much of the compu-
tational requirements of a HMM, and imputation errors 
that result from it, derive from establishing the tem-
plate haplotypes and estimating the recombination rates 
between markers. AlphaImpute can accurately resolve 
haplotypes with computational efficiency.

Based on the different strengths, the two methods 
could be used to augment each other in several ways. 
For instance, accurate haplotypes that are resolved with 
heuristic methods could be fed as template haplotypes 
to a HMM and thus be used to increase its imputation 
accuracy and computational efficiency. Template hap-
lotypes could be chosen for a particular genome seg-
ment with or without regard to any available pedigree 
information. A haploid version of the HMM could be 
used for individuals for which AlphaImpute could per-
form imputation for one gamete but not the other or 
not for part of one of the gametes while a diploid ver-
sion of the same model could be used for individuals 
for which AlphaImpute could not perform imputation 
for either gamete or for the same region of both gam-
etes. In addition, in some situations the heuristic rules 
of AlphaImpute may be able to partially impute some 
of the alleles on a gamete or segment of a gamete. This 
would effectively increase marker density and could 
increase the accuracy of the subsequent imputation by 
the HMM.

Hybrid algorithm
The method we propose (hybrid method) combines the 
different components of AlphaImpute with the HMM 
that underlies MaCH into a single framework. The hybrid 
method begins by applying the imputation method of 
AlphaImpute: basic rules of Mendelian inheritance, seg-
regation analysis, long-range phasing, and haplotype 
library imputation. This gives accurate imputation for 
all individuals for which enough information is avail-
able. It also gives a large haplotype library that includes 
some whole-chromosome phased gametes. The HMM 
is then applied to impute the remaining missing alleles 

of any individual that are not imputed by AlphaImpute. 
The haplotype library is used to sample the template hap-
lotypes used in the HMM. The haplotype update is run 
through several iterations so the parameters of the model 
converge. The solutions of the first iterations are disre-
garded as burn-in. Allele dosages and the final imputa-
tion are calculated using the remaining iterations. Finally, 
haplotypes are constructed from the most frequent 
alleles for each locus, and allele probabilities are assessed 
as the average across runs.

Within the hybrid method we devised three training 
modes and two imputation modes for the HMM in order 
to suit particular situations. When applying the method 
to a dataset, a user can use any combination of these 
modes:

Training mode 1 Use the high-density genotypes in the 
diploid HMM to estimate the model parameters;
Training mode 2 Sample a set of template haplotypes 
from a haplotype library and use them in the haploid 
HMM to estimate the model parameters;
Training mode 3 Use both of the data types and ver-
sions of the HMM from training modes 1 and 2 jointly 
while ensuring that genomic data for any individual 
enters the training set only once, with the haplotype 
information taking precedence;
Imputation mode 1 Use the haploid HMM to impute 
segments of a gamete that have not been imputed by 
AlphaImpute;
Imputation mode 2 Use the diploid HMM to impute 
segments of both gametes that have not been imputed 
by AlphaImpute.

To determine which training mode should be used for 
a given dataset, we defined some heuristic rules. When 
the user chooses not to use the heuristic method of 
AlphaImpute, Training mode 1 is used. When the num-
ber of phased gametes from AlphaImpute is above a user 
specified threshold Training mode 2 is used by default. 
When the number of phased gametes from AlphaIm-
pute is below the user specified threshold Training mode 
3 is used by default. Training mode 3 could also be used 
in datasets with peculiar properties, such as in some 
F1 crossbred datasets in which AlphaImpute has suffi-
cient information to resolve the haplotypes in one of the 
parental breeds but not in the other.

To determine which imputation mode should be used 
for a given segment of a gamete or pairs of individuals’ 
gametes, the proportions of alleles imputed for the indi-
vidual by AlphaImpute are examined. When the number 
of imputed alleles of a gamete from AlphaImpute is above 
a user-specific threshold Imputation mode 1 is used. 
When the number of imputed alleles of both individuals’ 
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gametes from AlphaImpute is above the user-specific 
threshold Imputation mode 2 is used.

The hybrid algorithm is designed to work for biallelic 
markers. Alleles are coded as 0, 1 or 9, where 9 is a miss-
ing allele; allele probabilities range from 0 to 1. Geno-
types are determined as the sum of the allele codes, and 
allele dosages are assessed as the sum of the allele codes 
weighted by the allele probabilities. Therefore, genotypes 
are coded as 0, 1, 2 or 9, where 0 is the reference homozy-
gote, 1 is the heterozygote, 2 is the alternative homozy-
gote, and 9 is a missing genotype. Allele dosages range 
continuously from 0 to 2.

Datasets
Performance of the hybrid method was tested using 
both a real pig dataset [courtesy of The Pig Improvement 
Company (PIC)] and simulated data.

Real data
In the real pig dataset, genotype information was spread 
sparsely across multiple generations. The pedigree con-
sisted of 6473 animals, including 3213 genotyped at high-
density with the Illumina PorcineSNP60 BeadChip. Some 
animals had multiple generations of high-density geno-
typed ancestors available, while others had no, or very 
few, ancestors genotyped at high-density. This population 
came from a single PIC breeding line and therefore, ani-
mals were moderately to highly related to each other as is 
typical in most livestock breeding programs.

The genotyped animals were divided into training and 
testing sets. The testing set comprised the 509 most 
recently born animals genotyped at high-density. We 
used a single chromosome with 3129 quality-controlled 
high-density markers. To explore the effect of differ-
ent genotyping strategies, animals in the testing set had 
different number of low-density markers selected from 
high-density, which were used to impute the remaining 
markers. We used 15, 30, 300, 600, or 2000 low-density 
markers on this chromosome, which were selected at 
random. These numbers are roughly equivalent to 300, 
600, 6000, 12,000 and 40,000 markers per 20 chromo-
some genome. The training set comprised the remaining 
2704 animals genotyped at high-density for all markers.

To explore the effect of having genotype data for the 
ancestors, animals in the testing set were grouped into six 
categories. These categories represented patterns of rela-
tionship between the animals in the population and their 
most recent high-density ancestors. The categories were: 
both parents genotyped (Both); sire and maternal grand-
sire genotyped (SireMGS); dam and paternal grandsire 
genotyped (DamPGS); sire genotyped (Sire); dam geno-
typed (Dam); and other relatives genotyped (Other).

Simulated data
Two sets of data were also simulated. For the first set, the 
pedigree of the real pig dataset was used and genotype 
data were simulated for different high and low-density 
panels. For the second set, a five-generation pedigree 
was simulated by mating 25 sires with 500 dams to pro-
duce 1000 progeny per generation. Genotype data were 
simulated for high and low-density panels. To explore 
the effect of imputation in the absence of pedigree data, 
another pedigree was created by randomly removing the 
sire and dam links for 500 individuals in the last genera-
tion of the simulated pedigree. These individuals without 
pedigree information were treated as unrelated individu-
als and the remaining pedigree information was used for 
imputing other animals and for resolving haplotypes of 
the training set. The parent’s genotypes were retained in 
the training set.

Data for five replicates encompassing different geno-
typing strategies were simulated. The simulation of the 
genotype data required the following three steps:

1. Generate whole-genome sequence data,
2. Generate the marker genotypes, and
3. Mask the genotype information for markers that are 

not in the low-density panels.

Sequence data was generated using the Markovian Coa-
lescent Simulator (MaCS) [21] and AlphaDrop [22] for 
1000 base haplotypes for each of 30 chromosomes. Chro-
mosomes were each 100  cM long, comprised 108 base 
pairs and were simulated using a per site mutation rate 
of 2.5 × 10−8, a per site recombination rate of 1.0 × 10−8 
and an effective population size that varied over time in 
accordance with estimates for the Holstein cattle popu-
lation [23]. The population size was set to 100 in the 
final generation of the coalescent simulation, to 1256 at 
1000 years ago, to 4350 at 10,000 years ago, and to 43,500 
at 100,000  years ago, with linear changes in between 
these time-points. The resulting sequence had approxi-
mately 1.7 million segregating sites in total.

Chromosomes of individuals in the first generation 
were sampled from the 1000 simulated base haplo-
types and those in the following generations were sam-
pled from the chromosomes of their parents involving 
recombination. Crossovers occurred with 1% prob-
ability per cM and were uniformly distributed along the 
chromosomes.

For each chromosome, high-density panels were cre-
ated by randomly selecting 2000 (H2k) and 10,000 (H10k) 
of the segregating sites. These numbers are roughly 
equivalent to 60,000 and 300,000 markers per 30-chro-
mosome genome.
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To explore the effect of genotyping strategies, low-
density panels were simulated by masking the genotype 
information of some individuals in the pedigree. For the 
simulated dataset using the real pig pedigree, we masked 
the genotypes of the same 509 animals included in the 
testing set of real pig dataset. For the dataset with the 
simulated pedigree, we masked the genotypes of the 1000 
individuals in the last generation. The genotype infor-
mation was masked by selecting 15 (L15), 30 (L30), 300 
(L300), 600 (L600), and 2000 (L2k) markers at random 
and removing the genotype information of the remain-
ing markers from the H2k and H10k high-density panels. 
Low-density panels had densities equivalent to 500, 1000, 
9000, 18,000 and 60,000 markers per 30 chromosome 
genome. A summary of the high and low-density panels 
is in Table 1.

Comparison
The hybrid method was compared to the AlphaImpute 
and MaCH imputation methods using simulated and real 
data. The comparison was made in terms of computation 
time and imputation accuracy for different imputation 
strategies. Final results for the comparison of the simu-
lated data are presented as the mean of five replicates.

The computation time was measured as the CPU time 
that the three methods used to run the simulated data. 
The CPU time is the total amount of time the CPU 
spent executing instructions. If the software were run in 
serial mode, the CPU time would be comparable to the 
real time the software takes to run. However, AlphaIm-
pute and the hybrid method allow parallelization of 
some calculations. For instance, the phasing runs of the 
long-range phasing step of AlphaImpute and the hybrid 
method can be run simultaneously. Also the updat-
ing process of an individual’s haplotypes of the hybrid 
method is independent for each animal and can be run 
in parallel.

The imputation accuracy was computed as the average 
of animal-wise Pearson correlations between the true and 
imputed allele dosages [24]. Explicitly this involved calcu-
lating the correlation between the true and imputed allele 
dosages for each animal and averaging these correlations 
across animals in a category. For the simulated data that 
were generated using the simulated pedigree, the average 
was computed over the 1000 individuals in the last gen-
eration when the pedigree information was available, and 
over the unrelated individuals without pedigree informa-
tion otherwise. For the real data and the simulated data 
using the real pig pedigree, averages were computed over 
the 509 animals in the testing set but according to the six 
categories of animals grouped by their pattern of rela-
tionship to their most recent densely genotyped ances-
tors. For instance, the averaged imputation accuracy of 
the ‘Both’ category was computed among the 46 animals 
within that category. A summary of the number of ani-
mals per category is in Table 2.

The imputation accuracy was also computed as the 
average of marker-wise Pearson correlations between the 
true and imputed allele dosages. Averages were computed 

Table 1 Description of the simulated marker panels

Low-density panels were simulated by randomly masking the genotype information of the H10k and H2k high-density panels. 15, 30, 300, 600, and 2000 markers per 
chromosome were selected at random from both H10k and H2k high-density panels, to simulate densities equivalent to 450, 900, 9000, 18,000 and 60,000 markers 
per 30 chromosome genome
a Values correspond to percentage of markers masked from the H10k and H2k high-density panels, respectively

Panel code Panel design Number of markers per chromosome Number of markers across the genome

H10k High-density 10,000 300,000

H2k High-density 2000 60,000

L2k 80% 2000 60,000

L600a 94/70% 600 18,000

L300a 97/85% 300 9000

L30a 99.7/98.3% 30 900

L15a 99.8/99.2% 15 450

Table 2 Number of animals per category

Number of animals per category based on the relationship to their most recent 
densely genotyped ancestors: both parents genotyped (Both); sire and maternal 
grandsire (SireMGS); dam and paternal grandsire (DamPGS); sire only (Sire); dam 
only (Dam); and other relatives (Other)

Category Count

Both 46

SireMGS 63

DamPGS 21

Sire 36

Dam 19

Other 324

Total 509
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among genotypes categorized into intervals of minor allele 
frequencies: [0.0, 0.025], [0.025, 0.05], [0.05, 0.075], [0.075, 
0.10], [0.10, 0.15], [0.15, 0.20], [0.20, 0.25], [0.25, 0.30], 
[0.30, 0.35], [0.35, 0.40], [0.40, 0.45], and [0.45, 0.50].

For the simulated data, several imputation strategies 
using different combinations of the number of the tem-
plate haplotypes and the number of iterations of the 
HMM parameters were set. The number of template hap-
lotypes ranged from 100 to 300, with increments of 50 
haplotypes. The number of iterations ranged from 20 to 
50 with increments of 10, with 5 burn-in iterations.

Other parameters for both the heuristic and the HMM 
were set by default and are described in the following 
section.

Parameter settings
For the heuristic methods, a default set of 10 core lengths 
ranging from 500 to 9000 high-density markers was used 
for the various iterations of the long-range phasing and 
haplotype library imputation process. The set of cores 
was chosen to minimize both the computational intensity 
of the phasing processes and to maximize the number of 
times an allele was phased as a part of cores spanning dif-
ferent markers. The number of processors available was 
set to 20 in order to run simultaneously all the phasing 
runs of the long-range phasing step of the hybrid method 
and AlphaImpute. The number 20 comes from two times 
for each of the 10 core lengths, as described in the origi-
nal publication of AlphaImpute [3]. The number of itera-
tions of the heuristic rules was set by default to 5 for both 
the hybrid method and AlphaImpute.

For the HMM, the thresholds that control the train-
ing and imputation modes of the hybrid method and the 
number of processors available were set by default. A 
threshold of 50% was chosen for the training mode. Thus, 
if more than 50% of the individuals were phased by the 
previous heuristic step, their phased gametes were used 
to populate the template haplotypes in the HMM. An 
individual is considered to be phased if 99% or more of its 
markers have been phased. A threshold of 90% was cho-
sen for the imputation mode. Thus, if more than 90% of 
the markers of an individual were imputed by the previ-
ous heuristic step, then the haploid version of the HMM 
was used for that individual, otherwise the diploid ver-
sion was used. The number of processors available for the 
HMM was set to 8. This is arbitrary and depends on the 
number of processors that are available. The number of 
burn-in iterations was set to 5.

Results
We compared the computation time and imputa-
tion accuracy, of the hybrid method, AlphaImpute and 
MaCH. AlphaImpute had the fastest computation time, 

followed by the hybrid method and then MaCH. The 
hybrid method was the most accurate and its accuracy 
increased with the number of template haplotypes and 
with the marker density of the low-density panel. Remov-
ing pedigree information reduced imputation accuracy 
for the hybrid method and AlphaImpute, but the hybrid 
method remained the most accurate. The imputation 
accuracy of all three methods decreased with the minor 
allele frequency and the hybrid method was the most 
accurate across minor allele frequencies.

Computation time
AlphaImpute always required the same CPU time under 
the parameter settings considered, whereas the CPU time 
required by the two HMM increased with the number of 
template haplotypes and with the number of iterations. 
AlphaImpute was the fastest, and the hybrid method was 
faster than MaCH regardless of the number of template 
haplotypes or the number of iterations.

Figure  1 shows computation times, in CPU hours, of 
the three imputation methods for the number of tem-
plate haplotypes and iterations. Real times are reported 
in Additional file  1: Figure S1. Panels (a) and (b) of 
Fig.  1 show the computation times for imputing to the 
H10k high-density panel (H10k) and H2k high-den-
sity panel (H2k), respectively. The computation time of 
AlphaImpute was independent of the number of tem-
plate haplotypes and the number of iterations, whereas 
the computation time of the hybrid method and MaCH 
varied with the number of template haplotypes and 
iterations. The computation time of the hybrid method 
increased almost linearly with the number of tem-
plate haplotypes whereas computation time of MaCH 
increased quadratically with the number of template hap-
lotypes. This quadratic increase made MaCH the slowest 
method for large numbers of template haplotypes. The 
computation time of both the hybrid method and MaCH 
increased linearly with the number of iterations.

Computation times were measured using an Intel Xeon 
E5-2630 v3 (2.4  GHz) 16-cores processor based cluster 
running on a 64-bit Linux (Scientific Linux 7).

Imputation accuracy
Simulated data
In this section, we compare the imputation accuracies of 
the three methods using different numbers of template 
haplotypes, varying low-density panels and for imputing 
with and without pedigree information. The main results 
can be summarized in five points:

1. When pedigree information was fully available, the 
hybrid method was comparable to AlphaImpute and 
better than MaCH.
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2. When pedigree information was not available, 
the hybrid method was about twice as accurate as 
AlphaImpute and MaCH for the low-density panels.

3. When pedigree information was not available, the 
imputation accuracy of the hybrid method and 
MaCH increased with the number of template haplo-
types.

4. The imputation accuracy of the hybrid method 
increased with the marker density of the low-density 
panels and was higher than the accuracy of AlphaIm-
pute and MaCH across all the low-density panels.

5. The imputation accuracy of the hybrid method was 
the highest and remained stable for six categories of 
individuals depending on which of their immediate 
ancestor were genotyped at high-density.

When pedigree information was available, the hybrid 
method was comparable to AlphaImpute and better than 
MaCH. Figure  2 shows the imputation accuracies of all 
three methods for different numbers of template haplo-
types. Panels (a) and (b) of Fig.  2 show the imputation 
accuracies for imputing from the L30 low-density panel 
to the H10k high-density panel (H10k-L30) and from 
the L30 low-density panel to the H2k high-density panel 
(H2k-L30), respectively. The imputation accuracies of the 
hybrid method and AlphaImpute were 0.95 for imputing 
to both the H10k and H2k high-density panels, whereas 
the imputation accuracy of MaCH ranged from 0.20 to 
0.35. Because MaCH is pedigree-free, we made a separate 
comparison of its imputation accuracy with those of the 
hybrid method and AlphaImpute without pedigree, as 
well.

Figure 2 also shows that without pedigree information, 
the imputation accuracy of AlphaImpute and MaCH 
was about 55% (H10k) and 47% (H2k) worse than that 
of the hybrid method, which increased with the num-
ber of template haplotypes. When pedigree informa-
tion was not used, the imputation accuracy of the hybrid 
method ranged between 0.50 and 0.65, while imputation 
accuracy of MaCH ranged from 0.20 to 0.35, depending 
on the number of template haplotypes. The imputation 
accuracy of AlphaImpute is independent of the number 
of template haplotypes and its imputation accuracy was 
0.31 and 0.34 for imputing from L30 to H2k and H10k 
high-density panels. For both high-density panels, the 
accuracies of AlphaImpute and MaCH were comparable 
if MaCH used more than 250 (H10k) and more than 200 
(H2k) template haplotypes and were about half the accu-
racy of the hybrid method (>0.50).

Figure  2 shows that the imputation accuracies for 
imputing to the H10k high-density panel were always 
slightly less accurate than imputation to the L2k panel. 
For this reason, we consider only the H10k high-density 
panel hereinafter.

Next, we compared the imputation accuracies of the 
hybrid method and MaCH using an imputation of 200 
template haplotypes over 20 iterations, which represents 
a good compromise between time and accuracy (see 
Additional file 2: Table S1).

The imputation accuracy of the hybrid method 
increased with increased marker density of the low-
density panels and exceeded the accuracy of AlphaIm-
pute and MaCH when pedigree information was 
missing. Figure 3 shows the imputation accuracies from 
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the low-density panels to H10k high-density panel. When 
the pedigree information was not used, the accuracies 
of all three methods showed a massive jump from the 
L30 to the L300 low-density panel and more gradual lin-
ear changes above that. Without pedigree information, 
the hybrid method was always the most accurate with 
imputation accuracies above 0.97 for the three highest 

low-density panels (L300, L600 and L2k), MaCH was 
nearly as accurate and AlphaImpute was 15 to 20% worse. 
For the lowest low-density panels (L15 and L30), the 
hybrid method was the most accurate method followed 
by AlphaImpute and then MaCH when pedigree infor-
mation was missing. When pedigree information was 
available, the hybrid method and AlphaImpute were the 
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most accurate with imputation accuracies above 0.99 for 
the three highest low-density panels and above 0.90 for 
the lowest low-density panels.

The imputation accuracy of all three methods 
increased with increased marker density of the low-
density panels for different levels of genotype infor-
mation available on immediate ancestors. Figure  4 
shows imputation accuracy of all three methods plot-
ted against the marker density of the low-density panel 
and the H10k high-density panel for simulated data 
and for six categories of individuals labeled according 
to which immediate ancestor was genotyped at high-
density. Identical results for the H2k high-density panel 
are provided in Additional file 3: Figure S2. The impu-
tation accuracies of all the three methods were similar 
and stable (>0.97) across varying levels of genotype 
information available on immediate ancestors for the 
three highest low-density panels. For the L15 low-den-
sity panel, the imputation accuracy of the hybrid and 
AlphaImpute decreased up to 9.5% and that of MaCH 
up to 66% with respect the L300 low-density panel. 

However, this reduction in imputation accuracy varied 
across different categories.

Reducing the amount of genotype information availa-
ble on immediate ancestors affected the imputation accu-
racy. Panels (a)–(f ) of Fig. 4 show imputation accuracies 
of all the three methods for the categories where both 
parents (Both), sire and maternal grandsire (SireMGS), 
dam and paternal grandsire (DamPGS), sire only (Sire), 
dam only (Dam), and other relatives (Other) were geno-
typed at high-density, respectively. The imputation accu-
racy of the hybrid and AlphaImpute was higher than 0.90 
across all the categories for the two lowest low-density 
panels. The imputation accuracy of MaCH decreased 
to less than 0.73 (L15) when at least one of the parents 
was genotyped at high-density and dropped to 0.33 (L15) 
when none of the parents were genotyped at high-density 
(Other).

Real data
This section shows a comparison of the imputation accu-
racies of all three methods when real data was used (see 
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Additional file  4: Table S2). For the comparison of the 
hybrid method and MaCH, we considered 200 template 
haplotypes and 20 estimation iterations as parameters of 
the HMM. The comparison provided two main results 
regarding the low-density panels and the genotype infor-
mation available on immediate ancestors.

The imputation accuracy of all three methods increased 
with increased marker density of the low-density panels 
for different categories of available genotype informa-
tion on immediate ancestors. Figure  5 shows the impu-
tation accuracy of all three methods plotted against the 
marker density of the low-density panel for real data and 
for animals that differ based on which close ancestor was 
densely genotyped. The imputation accuracies of the 
three methods were similar (>0.90) for the three highest 
low-density panels and for all the categories. For the low-
est low-density panels, the hybrid method and AlphaIm-
pute performed marginally better than MaCH (>0.80) 
when at least one parent was genotyped at high-density.

Reducing the amount of genotype information of 
both parents decreased the imputation accuracy. Panels 
(a)–(f ) of Fig. 5 show imputation accuracies of all three 
methods for the categories where both parents (Both), 

sire and maternal grandsire (SireMGS), dam and paternal 
grandsire (DamPGS), sire only (Sire), dam only (Dam), 
and other relatives (Other) were genotyped at high-den-
sity, respectively. The imputation accuracies of the three 
methods were above 0.95 for the highest low-density 
panels and slightly decreased when none of the parents 
was genotyped at high-density (Other). For low-density 
panels with the lowest marker density, the imputation 
accuracies decreased from ~0.8 across all categories to 
~0.6 for the hybrid method and AlphaImpute, and to less 
than 0.4 for MaCH when none of the parents were geno-
typed at high-density (Other).

Minor allele frequency
In this section, we compare the imputation accuracies of 
the three imputation methods against the minor allele 
frequency in simulated data. Two hundred template hap-
lotypes and 20 iterations were used as parameters of the 
HMM. The results showed:

1. the imputation accuracy of the three methods 
increased with increases in the minor allele fre-
quency,

SGPmaDcSGMeriSbhtoBa

rehtOfmaDeeriSd

0.4

0.6

0.8

1.0

0.4

0.6

0.8

1.0

0.4

0.6

0.8

1.0

0.4

0.6

0.8

1.0

0.4

0.6

0.8

1.0

0.4

0.6

0.8

1.0

L15 L30 L300 L600 L2k L15 L30 L300 L600 L2k L15 L30 L300 L600 L2k

L15 L30 L300 L600 L2k L15 L30 L300 L600 L2k L15 L30 L300 L600 L2k
Low−density panel

Im
pu

ta
tio

n 
ac

cu
ra

cy

Imputation method MaCH Hybrid AlphaImpute

Fig. 5 Imputation accuracy in real data for low-density panels across categories of genotype information that is available on immediate ancestors. 
Imputation accuracies of the hybrid method (blue), AlphaImpute (red) and MaCH (green) for low-density panels and for six categories of animals 
based on which immediate ancestor was genotyped at high-density: both parents genotyped (Both); sire and maternal grandsire (SireMGS); dam 
and paternal grandsire (DamPGS); sire only (Sire); dam only (Dam); and other relatives (Other)



Page 13 of 17Antolín et al. Genet Sel Evol  (2017) 49:30 

2. the imputation accuracy of the three methods 
increased as the genotype information of the low-
density panels increased, and

3. the hybrid method always had the greatest accuracy 
when pedigree information was missing.

Imputation accuracy in relation to minor allele frequency
The hybrid method was always the most accurate impu-
tation method across the full spectrum of minor allele 
frequencies when pedigree information was missing. 
Figure  6 shows the imputation accuracy of MaCH and 
those of the hybrid method and AlphaImpute with and 
without pedigree information for different minor allele 
frequencies. Figure  6 shows the imputation accuracies 
for imputing from the L30 low-density panel to the H10k 
high-density panel (H10k-L30). Similar results for the 
H2k high-density panel and the other low-density pan-
els are provided in Additional file 5: Figure S3 and Addi-
tional file 6: Figure S4.

The hybrid method and AlphaImpute were the most 
accurate and their imputation accuracy remained above 
0.94 across all minor allele frequencies when the pedigree 
was available. Figure  6 also shows that when the pedi-
gree information was removed, the imputation accuracy 

of the three methods decreased with decreases in the 
minor allele frequency. In this case, the hybrid method 
was the most accurate and its accuracy increased gradu-
ally as the minor allele frequency increased. Its accuracy 
was always above 0.60 except for minor allele frequen-
cies that were lower than 0.05 for which the accuracy 
dropped below 0.50. In the absence of pedigree informa-
tion, AlphaImpute was more accurate than MaCH except 
for rare alleles with minor allele frequencies higher than 
0.1. However, even at the highest minor allele frequen-
cies MaCH never exceeded the accuracy attained by the 
hybrid method at the lowest minor allele frequencies.

Figure 7 shows the imputation accuracy of the hybrid 
method and AlphaImpute when pedigree information 
was missing for imputation from a low-density panel to 
the H10k panel as a function of the marker density of 
the low-density panels with minor allele frequency as a 
parameter. The imputation accuracy of the three meth-
ods increased with increased marker density of the low-
density panels and, for any given method and marker 
density, accuracy increased with allele frequency. The 
hybrid method was always the most accurate. From mod-
erate to high genotype densities of the low-density panels 
(L300, L600 and L2k), the accuracy of the hybrid method 
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was above 0.95 for all allele frequencies in the absence 
of pedigree information. MaCH came second and had 
imputation accuracies above 0.85. AlphaImpute was the 
least accurate imputation method and was the most sen-
sitive to minor allele frequency with accuracies below 
0.75 for low values of minor allele frequencies when pedi-
gree information was missing.

For the lowest marker density of the low-density panels 
(L15 and L30), the imputation accuracy of all three meth-
ods was substantially lower and more sensitive to allele 
frequency. The hybrid method was the most accurate 
for all values of minor allele frequency. In the absence of 
pedigree information, AlphaImpute was more accurate 
than MaCH for higher values of minor allele frequency, 
and slightly worse for very low values.

Discussion
The results show that among those tested, the hybrid impu-
tation method is the most accurate method at different 
genotype densities with or without pedigree information. 
It is also faster than MaCH and only slightly slower than 
AlphaImpute. These results raise four points for discussion:

1. What are the advantages of using the hybrid method 
versus using a faster and nearly as accurate imputation 
method like AlphaImpute?

2. How does the computation time of the hybrid method 
benefit from the combination of heuristic and probabil-
istic approaches?

3. What is the best way to measure imputation accuracy 
of genotypes with rare alleles?

4. How does the hybrid method benefit from the com-
bination of heuristic and probabilistic approaches to 
impute genotypes with rare alleles?

The advantage of using the hybrid method although it 
is slower than AlphaImpute is its higher accuracy when 
pedigree information is missing. In addition, AlphaIm-
pute fails to impute genotypes that do not meet the impu-
tation heuristic rules even when pedigree information is 
fully available. This causes some genotypes and segments 
of haplotypes to remain unimputed after the imputation. 
The HMM implemented in the hybrid method over-
comes this limitation and calls the genotype of all mark-
ers for all individuals in the population.
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Imputation methods usually comprise a phasing step 
that resolves the haplotypes of individuals genotyped 
at high-density, and an imputation step that identifies 
which combinations of these haplotypes are carried by 
the individuals genotyped at low-density. The hybrid 
method creates a reference set of extremely accurate hap-
lotypes by applying a long-range phasing and haplotype 
library heuristic imputation algorithm, AlphaPhase [4]. 
The advantage of AlphaPhase is that the phasing algo-
rithm can use the genotype information of surrogate 
parents (i.e., individuals that share a haplotype with the 
proband and that do not have any opposing homozygous 
genotypes with the proband). This makes it unnecessary 
to genotype multiple generations of ancestors at high-
density in order to phase genotypes. The hybrid method 
then uses these well-phased haplotypes to impute the 
missing genotypes in a combined heuristic and probabil-
istic approach.

In the imputation step, the hybrid method accurately 
imputes genotypes by identifying the exact pair of haplo-
types for single markers or groups of consecutive mark-
ers with basic heuristic pedigree-based phasing rules [3]. 
However, the heuristic rules are not sufficient to model 
the recombination of those haplotypes. Failures are par-
ticularly pronounced for individuals that are genotyped 
at very low-density because it is very likely that recombi-
nation occurs at markers for which genotype information 
cannot be inferred, leading to haplotype switch errors. To 
avoid haplotype switch errors, the hybrid method uses 
the HMM of MaCH [13] to estimate the recombination 
rates between markers and the most likely position for 
recombination in a given haplotype.

The accurate pre-phasing helps to reduce the compu-
tation time of the hybrid method without loss in impu-
tation accuracy by decreasing the number of iterations 
and the number of template haplotypes. This makes 
the hybrid method faster than similar HMM methods 
such as MaCH. Unlike MaCH, the hybrid method takes 
advantage of the pedigree information to pre-phase and 
unambiguously impute genotypes. Pre-phasing geno-
type data provides very accurate haplotypes to be used 
by the HMM. If the number of well-phased haplotypes 
is high, the faster haploid version of the HMM can be 
used in most cases instead of the slower diploid version. 
In fact, our results show how the computation time of 
the hybrid method scales almost linearly with the num-
ber of template haplotypes, whereas the computation 
time of MaCH scales quadratically. Moreover, seeding a 
probabilistic method with well-phased haplotypes means 
that the model parameters are estimated with fewer 
iterations. Also, the hybrid method is more robust than 
MaCH in terms of the number of template haplotypes 
especially when pedigree information is available (see 

Additional file 7: Figure S5, Additional file 8: Figure S6). 
By speeding up the HMM via integration into the hybrid 
method, it can be applied to larger datasets and its own 
inherent accuracy can be higher since a user can use 
more template haplotypes for a fixed amount of compu-
tation time. More template haplotypes make the HMM 
more accurate.

Correct quantification of imputation accuracy of 
genotypes with rare alleles is especially important for 
sequence data for which there are many alleles with low 
frequencies, and the marker-wise correlation between 
the true genotypes and allele dosages is the best way to 
measure this imputation accuracy. Imputation accuracy 
computed in this way measures how much is gained by 
a sophisticated imputation method in contrast to naïve 
procedures of imputing two times the allele frequency 
or the most frequent genotype. The correlation between 
true genotypes and genotype dosages is a better estima-
tor of imputation accuracy than imputation error rates, 
particularly for the imputation of genotypes with very 
rare alleles (<0.1). Imputation error rate, computed as the 
percentage of genotypes that are imputed incorrectly is 
strongly affected by the minor allele frequency [24, 25]. 
When the minor allele frequency is very low, missing 
genotypes are almost certain to be homozygous for the 
common allele and naïve imputation methods yield an 
imputation error rate of almost 0%. The prior uncertainty 
increases with minor allele frequency, and thus imputa-
tion error rate increases as the minor allele frequency 
increases [25]. In contrast, the correlation coefficient 
between true genotypes and the allele dosages is an unbi-
ased estimator of the imputation accuracy [24]. The Pear-
son correlation coefficient (used to calculate imputation 
accuracy in this paper) assumes that the two variables are 
normally distributed and requires that the mean and var-
iance be standardized for both true genotypes and geno-
type dosages in order to calculate the correlation across 
individuals for a single locus. Thus, true genotypes and 
dosages were normalized by the mean and standard devi-
ation of the true values. As a consequence, loci with a low 
minor allele frequency, for which genotypes are difficult 
to impute, are given more importance.

Marker-wise imputation accuracies of the hybrid 
method show that the combination of heuristic meth-
ods with a HMM helps to impute genotypes with rare 
alleles. Our results demonstrate that probabilistic meth-
ods based on linkage disequilibrium such as the HMM 
in MaCH are less accurate than heuristic methods based 
on linkage such as AlphaImpute, which agrees with pre-
vious studies [13, 24, 25]. However, the hybrid method 
was more accurate than both AlphaImpute and MaCH 
across minor allele frequencies and across genotype den-
sities especially when pedigree information was missing 
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(see Additional file 5: Figure S3). A possible explanation 
for this is that rare alleles become more frequent in the 
template haplotypes used by the HMM because heuris-
tic methods are able to impute some of these rare alleles 
without ambiguity.

Conclusions
The hybrid heuristic and probabilistic imputation 
method proposed in this paper imputes accurate geno-
types quickly for large populations and large numbers of 
markers even when limited pedigree information is avail-
able. It is usually more accurate and never significantly 
less accurate than a purely heuristic method and is faster 
than a standard probabilistic method.
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