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Summary

Non-zero covariances between random factors of a linear model with the residual or error
vector can be handled with best linear unbiased prediction techniques. An equivalent model for
describing y in which the covariances between random vectors with residual vectors are zero is
the key to the solution. Computational difficulties depend on the structure of the covariance
matrix. An example is used to illustrate the calculations.
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Résumé

Meilleure prédiction linéaire sans biais lorsque le vecteur d’erreurs
est corrélé aux autres effets aléatoires du modèle

On peut traiter le cas de covariances non nulles entre, d’une part, les facteurs aléatoires d’un
modèle linéaire et, d’autre part, le vecteur des résidus en utilisant les techniques du BLUP. La
clé du problème réside dans l’écriture d’un modèle équivalent décrivant les données y de sorte
que les covariances entre les vecteurs des effets aléatoires et des effets résiduels soient nulles.
Les difficultés de calcul sont liées à la structure de la rritrice de covariances entre ces deux types
d’effets. Un exemple est donné qui illustre ces consid.,rations.

Mots-clés : Prédiction linéaire, vecteurs corrélés.

I. Introduction

In mixed linear models, the covariances among the residual or error vector with
other random factors in the model are assumed to be zero. This assumption is ordinarily
applied to most practical applications in the biological sciences when the assumption is
invalid. HENDERSON (1975) presented best linear unbiased prediction (BLUP) of random
elements for a general linear model and also under a selection model. The objective of
this paper is to extend HENDERSON’s results to the case where the assumed covariances
between residual effects and other random effects are not zero. The results suggest an

equivalent model that could be used.



Let the general linear model be

Normally, S is assumed to be null, and R is taken to be Ia2. Another paper could
be written on the problem of estimation of S, R and G by either restricted maximum
likelihood or minimum variance quadratic unbiased estimation, but in this paper S, R
and G are known. We know that (3=(X’V-’X)-X’V-ly is BLUE and u=GC’V-’(y-X[3)
is BLUP, but these are not easy computing algorithms.

III. An equivalent model

Models are defined to be equivalent if they yield the same variance-covariance
matrix of y, and E(y) is the same for both models.

Let



and V = CGC’ + B which is the same as (2.3). Thus, a model with covariances between
u and e can be transformed to an equivalent model with zero covariances between e
and u. The computational problems depend on the structure of S which influences the
form of C and B.

The equivalent model allows one to directly use the usual mixed model equations
of Henderson ( 1975), which are in this case

V(K’13’) = K’P I I K for K’fi being estimable.
Alternative equations to (3.2) that do not require the inverse of B are

The disadvantage of these equations is that (S’R-’S-G) is negative definite, and
consequently Gauss-Seidel iteration would not be guaranteed to converge. The advantage
of (3.3) is that the inverse of B is not needed and R may be diagonal. The order of
equations (3.3) would be almost twice as large as that of equations (3.2) since the
number of elements in fi would be the same as in 6.

IV. An easier derivation

Work by HENDERSON (1950, 1959, 1963) has shown that under normality assumptions
maximizing the joint density of y and u, f(y, u) gives BLUE of K’(3 and BLUP of u under
any distribution. This derivation follows the MAP procedure of MELSA & COHN (1978).

Note that,



Then except for a constant,

Differentiating these equations with respect to 13 and u and equating to 0 gives
(3.2). A similar result can be obtained using a Bayesian approach.

V. An example

Suppose that in dairy cattle there is a positive covariance between the genetic value
of a bull and the residual effects associated with each daughter production record. Take
ten observations on daughters of three sires in two herds, where

Sires 1 and 2 are related so that

Assuming S = 0, the usual mixed model equations would be

with solution



Now suppose that S= .3ZI.T;, then

with solutions

In practice, B and B-’ may be difficult to construct depending on the definition
of S. In such cases, the alternative equations (3.2) may be used, especially if S is

simply a multiple of Z. For the example data, let Qe = 1 and cr2 = 1 /9, then equations
(4.1 ) would be



with solutions
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