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Abstract

genotyped at high-density.

genotyped at high-density were considered unknown.

high-density, but this appears to be the lower bound.

Background: Genomic selection has become a standard tool in dairy cattle breeding. However, for other animal
species, implementation of this technology is hindered by the high cost of genotyping. One way to reduce the
routine costs is to genotype selection candidates with an SNP (single nucleotide polymorphism) panel of reduced
density. This strategy is investigated in the present paper. Methods are proposed for the approximation of SNP
positions, for selection of SNPs to be included in the low-density panel, for genotype imputation, and for the
estimation of the accuracy of genomic breeding values. The imputation method was developed for a situation in
which selection candidates are genotyped with an SNP panel of reduced density but have high-density genotyped
sires. The dams of selection candidates are not genotyped. The methods were applied to a sire line pig population
with 895 German Piétrain boars genotyped with the PorcineSNP60 BeadChip.

Results: Genotype imputation error rates were 0.133 for a 384 marker panel, 0.079 for a 768 marker panel, and
0.022 for a 3000 marker panel. Error rates for markers with approximated positions were slightly larger. Availability of
high-density genotypes for close relatives of the selection candidates reduced the imputation error rate. The
estimated decrease in the accuracy of genomic breeding values due to imputation errors was 3% for the 384
marker panel and negligible for larger panels, provided that at least one parent of the selection candidates was

Genomic breeding values predicted from deregressed breeding values with low reliabilities were more strongly
correlated with the estimated BLUP breeding values than with the true breeding values. This was not the case
when a shortened pedigree was used to predict BLUP breeding values, in which the parents of the individuals

Conclusions: Genomic selection with imputation from very low- to high-density marker panels is a promising
strategy for the implementation of genomic selection at acceptable costs. A panel size of 384 markers can be
recommended for selection candidates of a pig breeding program if at least one parent is genotyped at

Background

Genomic selection refers to the use of large numbers of
single nucleotide polymorphisms (SNPs) spread across the
genome for breeding value estimation and subsequent se-
lection of individuals based on genomically enhanced
breeding values [1,2]. This technique has become a stand-
ard tool in dairy cattle breeding schemes, where it shortens
the generation interval substantially [3]. The benefits for
other livestock species like pigs or sheep are less obvious,
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mainly because generation intervals are already small and
there is not so much scope for further reduction. However,
Simianer [4] and Lillehammer et al. [5] showed that
genomic selection can also be relevant in pig breeding
schemes. With genomic selection, it is possible to ex-
clude some selection candidates from progeny testing,
and to increase selection intensities and the accuracy
of the breeding values. Indeed some pig organisations
have started to implement this technique. In Germany,
for example, sire line pig breeding is dominated by
Piétrain herdbook associations that apply sire progeny
testing on stations for growth, carcass and meat quality
traits. Some stations have started to implement genomic
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selection by genotyping these progeny tested sires with
the Ilumina PorcineSNP60 BeadChip [6] and to use them
as the initial reference population [7]. From an economical
point of view, the most critical point is the high cost of
genotyping because individuals of the reference population
and the selection candidates need to be genotyped.

One way to reduce routine costs is to genotype selection
candidates with an SNP panel of reduced density [8-10].
Missing genotypes can then be imputed using genotyping
information from the individuals in the reference popula-
tion and the genomic breeding values can be estimated for
the selection candidates in the same way as if they were
genotyped for the full set of SNPs. The accuracy of imput-
ation depends on several factors, such as the number of
SNPs in the low density panel, their informativeness and
distribution across the genome, the relationship between
the animals genotyped, the effective population size, and
the method used. Livestock species usually have a low
effective population size and a limited number of founder
genome equivalents [11]; both characteristics are helpful in
imputing missing genotypes. Various imputation methods
are available, some of which are reviewed in [12]. In
general, they can be classified based on whether they
use linkage disequilibrium (LD), e.g. fastPHASE [13]
and Beagle [14], or pedigree information [8,15]. Some
methods use both types of information, e.g. LDMIP
[16] and Alphalmpute [17].

Many SNPs of the available chips have unknown
chromosomal positions. For example, the PorcineSNP60
BeadChip contains >62 000 SNP, of which 30% have
no known position on the porcine genome sequence
(build 7 version) [6]. In the current assembly of the
pig genome (build 10.2), which was used in this study,
the proportion of SNPs with an unknown position was
reduced. The SNP position is not crucial for genomic
breeding value estimation, but it is needed if genotype
imputation is performed. One obvious solution is to
exclude SNPs with unknown positions but this may
cause a substantial loss of genotypic information. Alterna-
tively, the position could be estimated from the experimen-
tal data in a ‘classical’ way using linkage analysis. Since an
approximated position might be sufficient for genotype
imputation, the positions could also be approximated
using LD information.

The aim of the present study was to evaluate different
strategies for genomic selection in a sire line pig population
using low-density marker panels. The strategies included
methods for the approximation of SNP positions, for the se-
lection of SNPs to be included in the low-density panel, for
genotype imputation, and for the estimation of the accuracy
of genomic breeding values. The methods were validated
using genotype imputation error rate, imputation accuracy,
correlation between direct genomic values (DGV) and BLUP
breeding values (EBV), and approximate accuracies of DGV.
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Methods

Materials

Genotypes and EBV of 895 German Piétrain boars were
available from breeding organizations. Boars were genotyped
with the PorcineSNP60 BeadChip [6]. Sows were not geno-
typed. After removal of SNPs with a call rate less than 95%,
with more than 2% parent progeny conflicts, a minor allele
frequency (MAF) less than 3%, or significant departure from
HWE (p <0.0001), 48 062 markers remained and were used
for the analysis. Markers with unknown physical positions
were not removed but given an appropriate position, as de-
scribed below. Alleles were coded as 0 and 1 such that allele
0 had the higher frequency. The three possible genotypes 0,
1, and 2 were defined as the number of copies of allele 1.

The boars were progeny tested with a varying number
of offspring. Conventional EBV were available for 14
growth, carcass and meat quality traits from the routine
animal evaluation centre (see Table 1). The genotyped indi-
viduals were split into a training set and a validation set, as
described below. Deregressed EBV were used as records for
the estimation of direct genomic values (DGV) [18].

Two sets of EBV were calculated. For the first set, EBV
were estimated using complete pedigrees. However, since
the EBV of the individuals in the training and validation
data sets were estimated in a single evaluation, not only the
EBV but also the prediction errors of related individuals
were correlated. This error correlation leads to an overesti-
mation of accuracy if it is not accounted for [19]. This is a
problem, especially if the accuracies of the EBV are low due
to a limited number of offspring, which is the case in pig
breeding. In order to examine the extent to which the error
correlation led to an overestimation of accuracies, a second
set of EBV was calculated. For the second set, the parents of
the high-density genotyped boars were considered unknown,
so the parental averages did not contribute to their EBV.
This shortened pedigree was used to avoid correlations be-
tween prediction errors of the EBV of the genotyped boars.
Traits and accuracies of the EBV are shown in Table 1.

The validation set for both imputation and genomic
selection consisted of 100 boars with genotyped sires but
without genotyped offspring. The remaining 795 boars
were included in the training set. Thus, the sire (but not
the dam) of every individual from the validation set was
in the training set. The individuals of the validation set
were chosen from the latest delivered genotypes. In
order to avoid a possible bias due to overfitting the
model, we excluded these 100 boars (i.e. their EBV and
their genotypes) from all evaluations done during the de-
velopment of the imputation method.

LD-based position approximation of markers with
unknown positions

In order to also use markers with unknown physical
position for imputation, their positions were approximated
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Table 1 Trait names and accuracy of conventional BLUP estimated breeding values

Trait Abbreviation Complete pedigrees Short pedigrees
Validation Training Validation Training

Daily gain, field test records DGfield 092 081 092 0.76
Daily gain, on station test records DGstation 0.82 0.79 0.79 0.73
Carcass lean content, estimated with Bonner formulae CLCBonn 0.76 078 0.68 0.70
Carcass lean content, FOM records CLCFOM 0.90 0.78 0.88 0.72
Shoulder weight, AutoFOM records SW 0.78 0.69 0.71 0.60
Belly weight, AutoFOM records BW 0.77 0.69 0.71 0.61
Belly lean content, AutoFOM records BLC 083 0.74 0.79 0.67
Ham weight, AutoFOM records HW 0.79 0.72 0.73 0.65
Loin weight, AutoFOM records LW 0.74 0.68 0.63 0.59
Loin eye area LEA 0.71 0.76 0.58 0.68
Carcass length CcL 062 0.72 0.39 0.59
pH value, loin, 45 min. p.m. pH1 0.60 0.70 0.25 0.52
Intramuscular fat content IMF 0.55 0.53 0.22 0.36
Drip loss Drip 0.59 067 0.24 0.50
Mean 0.74 0.72 0.61 0.62

Traits, trait abbreviations and accuracy of conventional BLUP estimated breeding values of animals in the validation and training sets, derived using complete and

short pedigrees.

using LD information, as described below. Let G,,, to be the
vector of genotypes of the individuals for marker m and
MAF,, the MAF of this marker. We constructed equiva-
lence classes of marker sets such that markers from the
same equivalence class are expected to belong to the same
chromosome. Two markers m' and m" belong to the same
equivalence class if a chain my,...,m, of markers exists,
starting with marker m;=m' and ending with marker
m,,=m", such that the absolute value of the correlation of
the genotypes for adjacent markers in the chain is larger
than a threshold value of 0.4. That is,

|C0r(Gmk,Gmm)‘ >040 for k=1,..,n-1,

with MAF,, > 0.15 for k=2,..,n-1. The threshold
value 0.4 was chosen to avoid equivalence classes to
cover multiple chromosomes. Correlations of genotypes
(coded 0,1,2) were used and not the LD measure r [20],
because haplotypes are unknown for markers with un-
known positions. If for a given equivalence class more
than 95% of the markers with known physical positions
belonged to the same chromosome, then all markers in
this equivalence class were mapped to that chromo-
some, resulting in the assignment of markers with un-
known positions to chromosomes. In order to enable
imputation, the position of a marker m' with unknown
position on the identified chromosome was then set equal
to the known position of a marker m from the same
chromosome that maximized |Cor(G,,G,s)|. Using this
LD-based method, the position could be approximated for
3930 markers; positions of 153 markers remained

unknown. Moreover, 336 markers with position infor-
mation based on build 10.2 were mapped to a different
chromosome than originally assigned and these new
positions were used in the present study.

Construction of low-density panels

From the set of markers, four subsets consisting of 384,
2 - 384 =768, 3 - 384 = 1152 and 3000 SNPs were selected
based on equidistant location, high MAF, and low correl-
ation of genotypes, as described in the following three steps.
Let loc,, be the location in megabases (Mb) and Chr,, the
chromosome of SNP m. In the first step, we defined a
distance measure d between two SNPs m' and m" as
d(m', m") = if Chr,,, # Chr,,, and if Chr,,, = Chr,,» then

d(m',m") = Aloc,y—loc,,|
+ (1-2)x(1-0.99-|Cor (G, Gr) ),

, with xk=5. Following this,

where 1 = min(l,‘l"cL’M)

we have 1 <1 (A =1) if the markers were separated by less
than (more than) k=5 Mb. Hence, for closely linked loci
(A <1), the correlation between the genotypes contributed
to the distance measure. This was done so that two markers
at similar genomic positions could be included in the low-
density panel if they were not in LD and, hence, the correl-
ation between their genotypes was low.

In the next step, a score was calculated for each
marker m based on its MAF (MAF,,):

Score,, = MAF,,u,,,
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where u,, = 1 if marker m had a known physical position
in build 10.2 and if the position did not change during
the editing of the marker map, and u,,, = 0.8 if the position
of the marker was estimated as described in the previous
section, i.e. the latter markers were penalised in the con-
struction of the low-density panels. In the third step,
markers were selected based on their scores and the dis-
tance measure d. If n markers were already included in
the low-density panel, then marker m,,,; was chosen such
that Score,,,,, -min(d(my1,my) : k =1,...,n) was maxi-
mized, i.e. it simultaneously had a high score and was at a
large distance to all previously chosen markers. Roughly
speaking, marker 71,,,; was chosen from the largest gap,
provided that a marker in the gap had a high score.

For comparison, we also considered a naive approach
in which all markers had the same score (Score,, = 1), Kk was
close to zero, and only markers with known physical posi-
tions were included. This resulted in low-density panels
with approximately equally spaced markers since they were
subsequently chosen from the centre of the largest gap.

Phasing of high-density genotypes and imputation of
genotypes from low- to high-density

The high-density genotypes of all individuals in the training
set were phased with Beagle version 3.3.2 by declaring indi-
viduals as unrelated or by including them as parent-
offspring pairs. The algorithm is iterative and described in
detail in [14,21,22]. Following the phasing step, imputation
from low- to high-density genotypes was done using a
novel method that assumed that the sires of all low-density
genotyped individuals were genotyped at high-density, as is
probably the case in breeding schemes applying genomic
selection with low-density panels. Imputation was done as
follows. For each low-density genotyped individual, the im-
putation algorithm tried to determine whether the individ-
ual inherited the paternal or the maternal allele of the sire
for all low-density markers. This is possible with certainty if
the individual is homozygous at marker » and the sire is
heterozygous. Let Which,, = 0 if the individual inherited the
paternal allele of the sire at marker m, Which,, =1 if it
inherited the maternal allele, and Which,,, = -1 if the origin
could not be determined. Thereafter, the origins of the
remaining paternal alleles of the individual were estimated.
Let m; and m, be low-density markers from the same
chromosome for which the origin of the paternal allele
could be determined and assume that the origin could not
be determined for all low-density markers between 1, and
m,. If the paternal alleles at markers m1; and m, have the
same origin (Which,,, = Which,,,), then it is assumed that
all paternal alleles between m1; and 1, also have this origin
(Which,, = Which,,, for all m; < m < ms,). If the alleles have
a different origin (Which,,, #Which,,, ), then it is assumed
the cross-over occurred at the centre of the interval and
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locy,, +loc,y, .
paternal alleles between loc,,, and —"5—"> were assigned

the same origin as m, and paternal alleles between

loc,u, +locn, . ..
—5—"2 and loc,,, were assigned the same origin as #1,.
Thereafter, the paternal alleles of the individual for the
high-density SNPs were imputed from their origin and
the maternal alleles for the low-density markers were
determined. The remaining maternal alleles were im-
puted using the haplotype library obtained from Beagle
because it was assumed that the dams were not geno-
typed. Maternal alleles were determined as described
below. For each low-density marker 1, the haplotypes of
all high-density genotyped individuals were scored and
the haplotype with the highest score was imputed over
the largest range for which there was no allele conflict
with the maternal haplotype i of the individual. Let / be
the haplotype that is to be scored. The score of haplo-
type & at marker m is defined as

4 1+a;y,
Score; p,(h) = (Z (k) ~O.75k> ,
k=0

where ¢,(k) is the number of low-density markers
for which exactly k low-density markers between m and
m have different alleles at haplotypes / and i. The defin-
ition of ¢};(k) is illustrated in Figure 1. Inclusion of
summands for k>0 was done to make the score more
robust with respect to phasing errors. The parameter a;,
is the additive genetic relationship between the mother
of the individual to be imputed and the individual with
haplotype /1, which was calculated from the pedigree. In
particular, a;;, = 0.5 if the individual with haplotype / is
the maternal grand sire and a;;, =0.25 if the individual
with haplotype / is a maternal great grand sire. The results
obtained with this imputation method were compared with
the results obtained from Beagle.

Estimation of genomic breeding values

Direct genomic breeding values were estimated with

GBLUP [1] from the deregressed EBV. GBLUP was ex-

tended to account for heterogeneous error variances.

Based on [18], the error variance for individual ;i was
—r2 i

proportional to V4 (C + lrzrf—%(;)) , where C is the fraction
EBV

of the additive variance not explained by markers and

r2py (i) is the reliability of the EBV of individual i. We

assumed C = 0.25.

Estimation of imputation accuracy

The imputation error rate and imputation accuracies
were calculated for each marker panel and method.
SNPs not included in the low-density panels were
masked in the validation set and imputed using the
training set. The imputation error rate was computed



Wellmann et al. Genetics Selection Evolution 2013, 45:28
http://www.gsejournal.org/content/45/1/28

Page 5 of 11

Haplotype h[1_1 0 0 1 1 0 1 1 0

01 00 0 1 1 1 10 1 0 1]

conflits [3]2 2[1 1[0 0 0 0

0 01 1

1]2 2 2]3 3[4 4 4|5 5|

Haplotype i[0_ 1 1 0 0 1 0 1 1 0

1 1 0 1 0 1 0 1 0 0 1 1 1]

m

Figure 1 lllustration of the definition of c];(k) for imputation of maternally inherited alleles. Haplotype i is the maternal haplotype of the

individual; haplotype h is one of the haplotypes from the haplotype library that is to be scored; for a specified value of k (k=0, 1, 2, 3, 4), the
number c}'.(k) of markers for which there were exactly k haplotype conflicts in the interval between the respective marker allele and marker

m was calculated; with respect to marker m, the number of markers with k=0 conflict is cﬂ?[(o) = 6; for k=1, 2, 3, 4, the numbers of markers
with k conflicts are c',(1) = 5, ¢7,(2) = 5, ¢j1,(3) = 3, and ¢},(4) = 3, respectively.

as the proportion of masked SNP genotypes that were
not correctly imputed. The imputation accuracy for an
individual was computed as the squared correlation
between its true and imputed genotypes. To avoid that
the coding of the markers affected the imputation accuracy,
every marker was considered twice. The first time the
alleles were coded as 0 and 1, and the second time, the
numbers were interchanged.

Estimation of DGV accuracies

The individuals were divided into a training set and a
validation set as described above. For individuals in the
validation set, the correlation cor(DGV, EBV), between
DGV and EBV was estimated for each trait £. The param-
eter of most interest, however, is the correlation between
DGV and true breeding values (TBV), which will be re-
ferred to as the accuracy of the DGV. Since the breeding
values for individuals in the training set and the validation
set were taken from the same genetic evaluation, there is a
substantial correlation of prediction errors among individ-
uals for the EBV that were computed using the complete
pedigree. Thus, the frequently used formula to derive the
accuracy of DGV, i.e.

cor(DGV ,EBV)

cor(DGV. TBV) = TRV, EBV)

(1)
is expected to provide estimates that are substantially
biased upwards [19]. Hence, another approach was needed
and we used the following regression methodology.

Suppose that for n randomly chosen traits, the correl-
ation cor(DGV, EBV), has been estimated. These estimates
have been obtained for different mean accuracies 7}/ and
rIrin of the EBV in the validation set and the training set,
respectively. We predicted the expected correlation be-
tween EBV and DGV of a randomly chosen trait by assum-
ing the following linear regression model

cor(DGV ,EBV), = ag + arr)™ + arr™" + ¢, (2)

where the intercept gy and the regression coefficients a;
and a, are fixed effects, and the errors e, are normally dis-
tributed. Note that for r/*—1, the EBV approximates the

TBYV, so the contribution of the prediction error to the cor-
relation approaches zero. Thus, for r/* = 1, the expected
correlation between EBV and DGV equals the expected
accuracy of DGV for a randomly chosen trait with /7"

specified. This was estimated as
¢or(DGV,TBV),,.; = do + a1-1 + ay-r™".

For simplicity we assumed that possible dependency of
the error e, on r}* is negligible. In this case, the accur-

acy of DGV for trait ¢ can be estimated as

¢or(DGV, TBV), = dio + a1-1 + as-ran 4 ¢,
= cor(DGV ,EBV),~a: (r/*-1)"

(3)

Results

Table 2 shows the imputation error rate and the imputation
accuracies for the different marker panels and imputation
methods. Error rates for SNPs with estimated physical loca-
tions were slightly larger than error rates for SNPs with
known locations, but the error rates of both types of SNPs
decreased as the size of the low-density panel increased.
The error rate for SNPs with estimated positions was only
0.029 for the 3000 marker panel. Imputation with Beagle
produced larger error rates than our imputation method,
especially for very low-density panels. This shows that using
information on relatives is important to achieve an accept-
able error rate with very low-density marker panels. As
expected, a low-density panel with equally spaced markers
resulted in larger error rates than a panel in which markers
with high MAF were favoured.

Table 3 shows the influence of marker information
from relatives on imputation error rate and imputation
accuracy. For 73 individuals from the validation set, the
sire (S) and the maternal grand sire (GS) were genotyped
(column S + GS). For 27 individuals in the validation set,
the GS was not genotyped (column S). The error rate was
smaller if the grand sire was genotyped at high-density. The
error rate for markers decreased from 0.149 to 0.129 for
the 384 marker panel if GS was genotyped, and decreased
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Table 2 Genotype imputation error rate and imputation accuracy for different methods

Phasing Imputation method Marker selection Marker position Number of markers in low-density panel
384 768 1152 3000
Beagle This paper large MAF known 0.133/0.79 0.079/0.87 0.054/0.91 0.022/0.96
estimated 0.148/0.76 0.095/0.84 0.066/0.89 0.029/0.95
Beagle Beagle large MAF known 0.263/0.56 0.140/0.76 0.088/0.85 0.027/0.95
estimated 0.283/0.52 0.165/0.71 0.107/0.82 0.036/0.94
Beagle This paper equally spaced known 0.164/0.74 0.110/0.82 0.085/0.86 0.037/0.94
estimated 0.183/0.70 0.128/0.79 0.101/0.83 0.050/0.92

Genotype imputation error rate and imputation accuracy (error/accuracy) for different sizes of low-density marker panels using two imputation methods for

markers with known and estimated chromosomal positions.

from 0.027 to 0.022 for the 3 k panel. The decrease was rela-
tively small because other high-density genotyped relatives
also contribute to the accuracy.

Figure 2 shows the imputation error rates for masked
markers. Markers in the centre of the chromosomes
could be imputed with the highest accuracy. Possible
reasons are that the recombination rate is higher at the
chromosome ends [23], or that imputation works best
if multiple low-density markers are present on both
sides of an imputed marker. Since the error rate was
higher at the chromosome ends, long chromosomes were
imputed with higher accuracy than short chromosomes
[see Additional file 1: Table S1].

Table 4 shows the correlations between DGV and EBV
for different panel sizes and the effect of assuming
parents of high-density genotyped individuals to be
unknown in the calculation of EBV. The correlation be-
tween DGV and EBV was averaged over traits. The loss in
accuracy due to imputation was smaller than expected from
the imputation error rates when complete pedigrees were
used. Both our imputation method and Beagle provided
high correlations for the 3 k panel but our method was su-
perior to Beagle for very low-density panels. The negligible
increase in correlations when the panel size exceeds 768
markers shows that 768 markers are sufficient for imput-
ation but 384 markers are suboptimal.

Table 3 Effect of genotyping the maternal grandsires at
high-density

Standard deviation
of error rate

Number of markers
in low-density panel

Genotype error rate/
imputation accuracy

S S+GS S S+GS
384 0.149/0.77  0.129/0.79  0.036 0.026
768 0.093/085 0.076/088 0.027 0.022
1152 0.062/090  0.053/091 0.021 0.016
3000 0.027/096  0.022/096 0013 0.007

Genotype error rate, imputation accuracy, and the standard deviation of
imputation error rate for individuals with only the sire (S), or sire and maternal
grandsire (S + GS) genotyped at high-density, for different low-density marker
panels

Table 5 shows the correlations between DGV and EBV,
and the estimated accuracies of the DGV. The correl-
ation between DGV and EBV was considerably larger
when complete pedigrees were used. This could have
two reasons. First, when complete pedigrees were used
to compute EBV, the DGV were estimated from more
accurate EBV. Second, the prediction errors of the EBV
from individuals in the validation set and the training set
were correlated. Thus, the high correlation between DGV
and EBV with use of complete pedigrees may arise from
more accurately estimated prediction errors. The correl-
ation of the prediction errors makes standard approaches
for the estimation of accuracy of DGV (Equation 1) unsuit-
able. Therefore, a regression approach was used to derive
unbiased accuracies. The parameter estimates of equation
(2) were ag=10.975, a; =-0.941, a, =0.490 when
complete pedigrees were used. The effect of the accuracy of
the EBV in the validation set (@;) was highly significant
and negative. Thus, the smaller the accuracies of the EBV
in the validation set are, the greater the overestimation of
the accuracy of the DGV based on the correlation between
DGV and EBV. Although the correlation between DGV
and EBV was considerably smaller when the shortened
pedigree was used, the estimated accuracies obtained with
the regression approach were, on average, almost equal
with complete and short pedigrees. Equation (1) provided
slightly larger estimates than the regression approach, even
if shortened pedigrees were used to calculate EBV. This
could be because phenotypes of the validation progeny not
only affect the EBV of their sires, but also the EBV of their
maternal grandsires, which suggests that the correlation of
prediction errors was not negligible for traits with EBV with
very low accuracies (e.g., pH1, IMEF, Drip).

Figure 3 visualizes the results of the regression approach.
Each point in the scatter plot corresponds to one trait. The
regression lines show how the correlation between DGV
and EBV depends on the accuracies of the EBV in the
validation set. The solid line shows the regression func-
tion f(x) = @o + a@»r™" + a,x when the EBV were calcu-

lated using complete pedigrees, where 777" is the average
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Figure 2 Imputation error rate for low-density panels with a)
384 markers, b) 768 markers, and c) 3000 markers plotted
against chromosomal position. For each chromosome, a spline is
plotted to illustrate the trend in the imputation error rate along the
chromosome; error rates for markers on different chromosomes are
shown in different colours; markers on the X chromosome are on
the right hand side; the positions of the markers from the low-density
panel are indicated by black points on the x-axis. The labels show for
every panel the number of markers and the mean error rate of markers
with known position.

accuracy of the EBV in the training set. The dotted line
shows the regression function that was obtained when the
parents of the sires genotyped at high-density were consid-
ered unknown in the calculation of EBV (i.e. the shortened
pedigrees were used). To calculate the dotted line, the three
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Table 4 Correlations between DGV and EBV computed using
complete or short pedigrees, for two imputation methods

Number of markers
in low-density panel

Complete pedigrees Short pedigrees

Own Beagle Own Beagle
imputation imputation
384 0.60 045 027 0.24
768 0.62 0.60 031 0.29
1152 063 061 031 031
3000 0.62 0.62 0.31 0.31

Average correlation across traits between genomic (DGV) and conventional
BLUP estimated breeding values (EBV), computed using complete or short
pedigrees, for different sizes of low-density marker panels and two
imputation methods.

outlier traits with EBV with the lowest accuracies in the val-
idation set were omitted.

Discussion

Imputation method

The results presented in this paper showed that imputation
caused only a small decrease in accuracy of the DGV, even
for very low-density marker panels (384 SNPs across the
genome). This might be due to the performance of the
genotype imputation method proposed in this study. The
method uses both LD and family information. It is tailored
to a situation in which at least one parent of the selection
candidates is genotyped at high-density. This might be a
typical situation in livestock breeding schemes that apply
genomic selection with low-density panels. Compared to
imputation error rates reported in most other studies, the
error rates obtained in this study (Tables 2 and 3) were low.
Weigel et al. [10] reported an imputation error rate of 0.29
with IMPUTE2 [24] for a low-density panel with 434
markers in Jersey cattle. In Hayes et al. [9], imputation error
rates were between 0.3 and 0.4 in various sheep breeds,
using a 992 marker panel and applying fastPhase [13] and
were slightly higher when applying Beagle for imputation.
Vereijken et al. [25] obtained a mean accuracy of imput-
ation of about 0.75 in chickens with a low-density panel
containing 384 markers and applying Beagle. However, a
comparison of error rates between studies is difficult be-
cause the relationships between individuals from the train-
ing set and the validation set differ between studies, the
qualities of the marker maps may differ, and the effective
population sizes are not equal.

Huang et al. [26] estimated imputation accuracies in a
pig population. They obtained an imputation accuracy
of 0.87 on chromosome 1 with a 384 marker panel, and
an imputation accuracy of 0.97 with a 3 k panel if the
sire and the grand sires were genotyped at high-density
(scenario s5_25% in their paper). For comparison, we
obtained imputation accuracies of 0.79 and 0.96, respect-
ively, for the whole genome (Table 3). Thus, Huang et al.
[26] obtained the same results for a 3 k panel, but slightly
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Table 5 Correlations between EBV and DGV, and accuracies of DGV estimated with different methods

Trait Cor(DGV, EBV) Cor(DGV,,EBV,) Cor(DGV, TBV) Cor(DGV,, TBV) Cor(DGV,, TBV)
Regression Regression Equation (1)
DGfield 052 0.26 045 0.28 0.28
DGstation 0.57 0.27 040 032 0.34
CLCBonn 0.68 042 046 049 062
CLCFOM 0.50 038 040 040 043
SW 0.61 0.33 040 0.39 046
BW 052 024 030 0.30 0.34
BLC 0.60 037 044 041 047
HW 0.58 0.36 0.38 042 049
LW 061 033 0.36 041 0.53
LEA 0.65 031 0.37 040 053
CL 0.60 0.18 0.25 0.31 046
pH1 083 0.31 045 047 (1.27)
IMF 0.70 0.18 0.28 035 (0.82)
Drip 0.83 0.36 044 0.52 (1.48)
Mean across traits 1-11 0.59 0.31 0.38 038 045

The first two columns show the correlations between conventional BLUP estimated breeding values (EBV) and direct genomic breeding values (DGV); the index
1 indicates that the parents of the individuals genotyped at high-density were considered unknown in the calculation of EBV; column 3 shows the estimated
accuracies of the DGV when complete pedigrees were used; the last two columns show the estimated accuracies of the DGV when short pedigrees were used;
see Table 1 for full names of traits.

Accuracies of genomic breeding values

1.0

cor(DGV,BLUP)
0.6
|

0.4

0.2

0.0
|

\ \ \ \ \ \
0.0 0.2 0.4 0.6 0.8 1.0

Accuracy of BLUP in validation set
Figure 3 Correlation between direct genomic values (DGV) and BLUP estimated breeding values (EBV). The regression lines show how

the correlation between DGV and EBV depends on the accuracies of the EBV in the validation set; the solid line corresponds to the situation in
which complete pedigrees were used for the calculation of EBV; for the dotted line, shortened pedigrees were used.
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higher accuracies for a 384 marker panel. One reason could
be that we considered the complete genome. Moreover,
we used Beagle for phasing, whereas Huang et al. used
Alphalmpute [17], which can take pedigree information in
consideration. Another reason is that we included markers
with estimated positions. This explains a larger proportion
of the additive variances with the high-density panel if
markers with known positions are not equally spaced.
However, when very low-density marker panels are used
(384 markers), then it may be better to exclude markers
with uncertain positions from the marker panels in
order to improve imputation accuracy and phasing for
the remaining markers.

For the imputation approach, all haplotypes of the
haplotype library were scored for every low-density marker
m and the haplotype / with the largest score was used to
impute the maternal haplotype i of the individual in the
neighbourhood of m. The score of a haplotype / depends
not only on the length of the interval in which / coincides
perfectly with haplotype i, but also on the mismatches at
nearby SNPs. This increases the robustness of the method
with respect to sporadic haplotyping errors that occur from
data phasing. Moreover, inclusion of the additive relation-
ship into the score has the effect of favouring haplotypes of
closely related individuals for imputation. This is an advan-
tage because for unrelated individuals the low-density hap-
lotypes can by chance coincide in the neighbourhood of 1.

Other methods such as Beagle [14], LDMIP [16], IM-
PUTE?2 [24], ChromoPhase [15], or fastPHASE [13] can be
used for imputation. These programs were, however, not
well suited for the structure of the data used in our study.
Beagle does not use pedigree information to impute the
maternal haplotype and fastPHASE and IMPUTE2 also
generally exclude pedigree information for imputation.
Methods LDMIP and ChromoPhase do use pedigree infor-
mation. LDMIP involves alternate multilocus iterative peel-
ing and imputation steps. However, in the typical situation
in which dams have not been genotyped, the imputation
step of LDMIP fails for low-density marker panels, since
the imbedded requirement of 20 markers per chromo-
some with a known phase is not met. The ChromoPhase
algorithm alternates between a rule-based allele assign-
ment step and a step for the identification of shared seg-
ments. This is a promising strategy that outperformed
fastPHASE for simulated data [15] but as mentioned in
[15], the disadvantage of this algorithm could be its sen-
sitivity to mapping and genotyping errors.

Imputation error rates could be reduced by genotyping
at high-density more close relatives of the low-density
genotyped individuals (Table 3). A further reduction could
be obtained by determining the correct position of
markers for which the locations had only been esti-
mated because the error rates were higher for markers
with estimated positions.
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Marker selection

Markers for the low-density panels were selected based
on their scores and their distances to the markers
already included in the low-density panel. The MAF of
the marker was used as the score. An alternative pro-
cedure for marker selection that takes MAF and dis-
tances of adjacent markers into account was proposed
by Wang et al. [27]. Our approach could easily be gen-
eralized to more complex situations. Take L,, to be the
length of the chromosome that contains marker m.
The score may be multiplied with a factor of the form
((1 -A)L,, + A max (L))/L,, in order to ensure that more
markers from the low-density panel are placed on short
chromosomes. In some cases, it may be desirable that the
markers from the low-density panel explain part of the
additive variance. The approach can be generalized to this
situation. For example, the score of a marker may be de-
fined as its average contribution to the additive variance of
traits that are standardized to have the same additive

variance. That is, the score could be Score,, = 2MAF,,

(1-MAF,,) a2,, where a2, is the average squared estimated
effect of marker m, averaged over all traits. Another possi-
bility is to let the score of a marker depend on the p-values
obtained from an association study, such that markers with
small p-values have a higher score. It is also possible to
choose more markers from the chromosome ends by modi-
fying the distance measure.

Accuracies of the direct genomic values

The correlations between DGV and EBV (Table 5) were
substantially larger than expected for this small refer-
ence population and for the moderate reliabilities of the
EBV [28-30]. One reason is that the effective number of
chromosome segments is smaller for highly related indi-
viduals [31], but this observation may not fully explain
the high correlations that were observed. The regression
approach showed that the correlation between DGV and
EBV indeed provided a strongly upwards biased estimate
of the accuracy of the DGV but that this bias could be
corrected for. The bias occurred because EBV of individ-
uals in the testing and the training sets had substantial
prediction error correlations. Assuming the parents of the
high-density genotyped individuals to be unknown in
order to reduce this error correlation had little effect on
the accuracies of the DGV but reduced the correlation be-
tween DGV and EBV substantially. The latter may be con-
sidered undesirable because a high correlation between
DGV and EBV increases the acceptance of the genomic
predictions by the breeders. However, the relevant param-
eter is the accuracy of the DGV. A practical consequence
of the observed effect of the accuracy of the EBV in the
validation set is that increasing the size of the training
population does not necessarily increase the correlation
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between DGV and EBV if at the same time the reliabilities
of the EBV in the validation set increase. Nevertheless,
increasing the size of the training population is very
important to obtain accurate DGV.

The regression approach used a linear model to predict
the regression function outside the range of the data. Since
the linearity assumption might be violated, this approach
should be evaluated in more detail with simulated data,
where the true accuracies are known. The regression
approach used results from multiple traits with heteroge-
neous accuracies of the EBV (Table 1). This approach could
be transferred to a situation in which only one trait is
observed, provided that EBV of the individuals have
heterogeneous accuracies. In this case, a replicate s
could be obtained by splitting the data into a training
set, a validation set and an omitted set. Care should be
taken so that the mean accuracies of the EBV in the
validation sets vary between replicates and that the
mean accuracies in the training sets are approximately
equal to the average accuracy of all EBV. For these repli-
cates the linear model cor(DGV,EBV), = ag + ayry" al 4 e
could be fitted, i.e. parameter a, could be omitted if only
one trait is considered.

Conclusions

Methods for genomic selection using low-density marker
panels were introduced and applied to a dataset from a
sire breeding line in pigs. It was shown that imputation
from low- to high-density marker panels is a promising
strategy, even if the low-density panel contains less
than 1000 markers. A number of 768 markers can be
recommended, but 384 markers may be sufficient if at
least one parent is genotyped at high-density. Careful
selection of low-density markers is essential. The pro-
posed regression method for obtaining unbiased esti-
mates of the accuracy of genomic breeding values in a
cross-validation setting showed promising results but
has to be evaluated in more detail.
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